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ABSTRACTA flood propagation model based on the Shallow Water equations has been applied
to simulate flow inside urban areas. The model is equipped with the artifacts required to ac-
curately solve the governing equations. The mathematical description of the urban area is
performed in different ways in order to find the best strategy to be applied in actual real life
computations.

RESUME.Un modele de simulation d’'inondations basé sur les equations de Saint Venant a été
apliqué a des inondations en zone urbanisée. Le modéle est equippé avec les outils numériques
requis pour la solution précise des equations differentielles. La modélisation mathématique de
la zone urbanisée est faite de fagons diverses afin de trouver la meilleure stratégie a apliquer
dans des cas réels.
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1. Introduction

This paper presents some of the work devoted to simulate flood propagation in
real life scenarios. This usually entails the propagation of a flood wave over natural
terrain (in many cases a river valley) often affecting also populated areas. Most of
the work reported here has been performed within the EU IMPACT project aiming at
improving our modelling capability in actual events, with special emphasis on those
involving urban areas where damages can be most devastating. The model used is
based upon the Shallow Water Equations (SWE), that presently constitute the most
common mathematical framework for this type of studies. The SWE represent so far
a good compromise between physics complexity and solvability at the scales of real
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problems. More elaborate equations do not seem yet practical for routine use in real
life problems because the length scale of the problem ranges in the order of Kilometers
and the required resolution is several orders of magnitude smaller.

During the work reported here, special emphasis has been given to the simula-
tion of urban flooding at a local scale, meaning by this the aim of computing local
water elevation and depth averaged flow velocity amidst the streets of an urban area
[HAI 01]. This is in contrast to the more common approach of simulating urban areas
as regions simply characterized by higher friction, reduced conveyance, and or some
sort of porosity to account for the blocking effect of buildings [TES 98]. The local ap-
proach can give in principle a more accurate description of the flood enabling a more
precise planning of counter measures and risk evaluation. However it also results in a
considerably higher cost, which is mainly due to the needed increase of resolution of
about one order of magnitude with respect to the porosity or averaged approach.

Local description of the flow in urban regions is achieved without modifying the
mathematical model which is still based upon the SWE. The presence of buildings is
accounted for by introducing their effects on the shallow water model by the following
techniques: a) Increasing the bed friction locally, well above normal values, to model
the presence of an obstacle (building). b) Representing buildings as solid walls, what
only requires a precise meshing of the urban area. c) Representing buildings as abrupt
elevations of the bed function. In order to test the accuracy of the model to depict
urban flooding, its output was compared with experimental and actual flooding data.

2. Governing equations

The SWE represent an approximation to the free surface flow of a fluid in a hori-
zontal plane over a prescribed bottom surface given by a bed fungtion y). De-
noting the depth of the fluid layer by and the depth averaged cartesian velocity
components by, andv, the 2-D SWE can be written as:
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where the flux tensoE' can be split in its two cartesian components:
F=(EG) 2
the conserved variables and flux vectorsE, G, are given by:
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and the sourceS;, andSs by:
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where the empirical Manning’s formula has been used to express the bed friction slope.
In the form written above, the SWE embody the conservation of mass and momentum
of the water layer. In the steady state, energy conservation along a streamline is also a
property of the SWE system as long as there is no friction nor hydraulic jumps:

OH oh
¥ +v-gradH = 95¢ (5)
whereH is the head:
1
H=ovevig (6)
and( the free surface:
(=h+zp @)

In 1-D the momentum and energy conservation equations are totally equivalent as long
as the solution is smooth.

3. Numerical method

There are many methods in use today for the solution of the SWE as applied to
flooding problems. There are some properties a humerical method should posses in
order to be a good flood propagation model engine. Among them:

— It should be conservative (in order to preserve the basic fundamental quantities,
mass and momentum)

— It should be able to capture physically meaningful weak solutions (only those
dissipating energyil)

— It should be balanced in the sense of the compatibility between the flux and
source term discretisations (in order to preserve steady state equilibria)

— It should be capable of dealing with dry areas and wetting-drying fronts

3.1. Basic underlying scheme

In this work we have used a classic TVD method made up of Roe’s Riemann solver
and MUSCL [VLR 79] extrapolation in finite volumes, coupled with two step, second
order accurate, explicit time integration. Bottom slope source terms are upwinded
and bed friction is computed centrally and implicitly integrated in time. The method
has proven robust and accurate in many benchmarks and applications and has been
implemented in structured and non-structured grids using triangles and quadrangles.
After casting the SWE in integral form for control volurig:

Udv+7§ F-ndS= | (Sp+S¢)dV (8)
325 Vi Sk
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the finite volume discretisation leads to:

Un+1/2 — Un At e F*n A At *MN ’I’L+1/2
k - k Z wy Ny, ASy, + — Sbk + ka (9)
2V = 2
nil _ yrn At wn+1/2 £n+1/2 n+1
Uit =Up - - > F 2 ony, Asy, + At (ST 4 S (10)
k
’Ll)kzl

whereU,, stands for the averaged value of the conserved variables over finite volume
Vi (actually in 2-D itV is a surface area) which is enclosed by surfaggin 2-D

this is in fact a line).S;, is decomposed into plane walls (line segments) with surface
areas (lengthshs,,, . Subindexw, refers to the corresponding plane wall into which

Sk has been subdivided. The outward pointing normal vectar,o n,,, .

Superindices:, n + 1/2, andn + 1, refer to time levels, withA¢ time spacing
between levels, andn + 1. F* stands for the numerical flux tensor a8 for the
numerical source vector corresponding only to the bed slope.

Friction sourcesSy are directly evaluated from expression (4). It must be first
linearized in order to avoid solving a nonlinear system, as:
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The numerical flux tensor projected onto the unit normal vector to cellwadian be
expressed as:

*M .
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with:
F-n=En, +Gn, (13)

wheren,, ,, are thex andy components of the unit vector as usual in finite volume
formulations, and:

Fi=F (Ug.) (14)
U}, ;, are suitable approximations to the valueléfat the right (R) and left (L) of
the midpoint of cell walkv;, respectively, as dictated by the MUSCL strategy. These
approximations are constructed from cell averages at adjacent cells and gradients must
be limited in order to attain non-oscillatory behavior of the solution. Different inter-
polation schemes respecting those conditions for unstructured grids can be found in
the literature [SLE 98], [HUB 99], [DAR 03]. Without loss of generality and in what
follows, the left statel, of cell wallw;, will be considered to be inside finite volunke
whereas the right on&?, external to it. This is equivalent to taking a counterclockwise
path for numbering the edges of the finite volume.

|ARka| is the matrix whose eigenvalues are the modulus of those of the Roe
matrix corresponding to the normal flux and variable differences across celiyall
as usual in flux difference splitting schemes:

(F%-n),, — (FL -n), = ARLu,k -(Ur = Uyp),, (15)
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In order to obtain a correct balance between the convective flux and the source term,
the bed slope numerical source function takes the following expression:

T o [; (1- Rnr, |- A7 ) -5 +SL4 (16)

wr=1

In turn, the source term evaluatidﬁww is performed at the Roe averaged values in
order to be consistent with the compatibility between the flux and sources as follows
[HUB 00]:

(ZBWLc — ZBk) (nu(l)x (17)
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where again subindexdsand R denote the extrapolation afto the left (L) and right
(R) of wall wy. Recall that according to the previously stated critediocorresponds
to the inside of celk, andz to the outside. The expressi¢ns,, —zp,) corresponds
to the difference between the bed elevation of the cell external (R) tOzwaLthk,
and the bed elevation of the considered cell,. Finally, (n,, )., are ther andy
components of the unit normal vector external to fage The last term of equation
(16) reads:

0
(28, = 28.) | (M), (18)
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hr + hy
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wherehy, is the water depth at the center of cell

3.2. Wetting and drying

In practical applications, inundation models need to cope with wetting and drying
of terrain. . Roe’s Riemann solver can work at the interfaces between wet and dry cells
without major difficulty in absence of friction and abrupt slopes. However, in real life
situations friction and bed slope have a combined destabilizing effect that must be
controlled or the calculation can be spoiled. Specific methods to solve this problem
can be found in [BEN 96], [BRU 00], [HEN 00] and [QUE 02]. A simple and robust
methodology based upon the definition of a threshold dépthhas been used, that
has been reported successful elsewhere [SLE 98], [HUB 02]. During the calculation,
cells that have water depths below the threshold value () are considered as dry
and their depths (and velocities) are set to zero. A search is made for dry cells that
can be flooded because their bed lies below the water level of any of their neighbors
and these are then wet by imposihg= h,. Cell faces are then flagged as lying
between wet cells or touching a dry cell. In the former case, the flow calculation is
run normally. In the latter case no flux contribution will be made to any of the cells to
either side of the face. Further a control on the momentum equations must be exercised
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to avoid the generation of high velocities in nearly dry cells( h,, but still h < kh,

with k between 10-100). In those cells water velocity is set to zero. Sipégin the
order of10~5 - 10~%m this treatment is not expected to have a significant impact on
the solution.

3.3. Building representation

As mentioned before three methods have been used to include the presence of
buildings in the computational model within the SWE framework. Important issues
regarding the applicability of the strategies described stand their validity from a phys-
ical point of view, the ease of the implementation and set up process in real cases, and
the feasibility to couple the urban area with the open field flood propagation model.

Friction based approach

The simplest option is the local friction based approach, whereby areas occupied
by buildings are assigned an extremely high friction coefficient. This turns the area
into a region of very low conveyance that mimics the blocking effect of a building.
The value of the friction coefficient that must be prescribed to attain this blocking
effect is still subject to discussion, because it appears to depend on the building size
versus depth ratio and on the flow velocity. Nevertheless the friction level required
shows an asymptotic behavior and choosing sufficiently high values (about two or-
ders of magnitude those of regular roughnesses) ensure the require level of friction
to model the presence of an obstacle for sufficiently high flow speeds. In practice, if
using Manning’s formula for the bed friction,roughness values aboveroduce the
required effect in all cases considered.

The effectiveness of this strategy depends greatly on the type of flood: The block-
ing effect is markedly achieved for rapid flows, where a stagnation effect in front of
the building appears, and the streamlines are clearly diverted. However for slow floods
(low subcritical flow) the local friction method does not provide the desired results. On
the other hand it is very easy to implement and the urban area is directly coupled to the
open terrain flood model. Only a sufficiently fine mesh that can resolve geometrically
the buildings is needed. From the point of view of the numerical integration, friction
becomes strongly dominant over inertia in those areas (mesh cells) in contrast with
neighboring cells where the convective or slope term drives the solution. So far an
implicit time integration of the friction source discretised as given by (11) has proven
sufficiently stable. Another shortcoming of this method is the artificial local storage
effect due to the accumulation of stagnant water in the areas occupied by buildings.

Detailed meshing of the street pattern

The most accurate representation of the city can be obtained by careful meshing of
the different streets. In this approach buildings are modelled as material (impervious)
walls and hence it only entails solving the model equations in a particularly complex
domain. This choice is also easy to implement in any flood modelling code because
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it needs only a (substantial) meshing effort and, in principle should provide the most
accurate representation of an urban flood.

Bottom elevation

In this technique buildings are included in the bed function as abrupt rises in the
bottom. The bathymetric processing is in this case straightforward and can be easily
automated. First a sufficiently fine grid of the urban area is generated where buildings
must be well resolved. Then the bed function is risen at the locations of the buildings
to their rooftop elevation. This makes the local slope around buildings to increase
dramatically (above 1) what leads to a violation of the hypothesis on which the SWE
are based. However the effect of such steep slopes on the flow is the generation of a
stagnation region, an effect that is reproduced by the SWE if slopes are strong. Hence
it is assumed that the flow pattern computed with the SWE will mimic the actual
one. Further to this, steep slopes can bring about numerical instabilities. However the
numerical integration presented in previous section together with the wetting-drying
strategy has proven stable and robust in all the cases computed.As an advantage, this
method can model building overtopping straightforwardly.

All of the approaches listed above need highly resolved meshes if the details of the
city area and hence of the flow are to be captured. In practical application this usually
means cell sizes on the order of 1m.

4. Applications

The methods described above have been applied to model flooding in urban like
environments in order to tell the pros and cons of each strategy, as well as to find out
the overall performance trends.

The first case reported here regards the simulation of urban flooding experiments
carried out on a scaled down model (1:100) of an imaginary city placed in a model
of a river valley [ALC 03]. The model city was made of concrete blocks of 15cm
side. A flood wave enters the model river valley at its upstream end and then reaches
the model city area that is inundated. Water depth history measurements were made
at different positions amidst the model houses. Two different city lay outs (houses
aligned and staggered with respect to the flow direction) and valley configurations, as
well as several flood intensities were tested. Figure 1 (left) shows a view of the model
city placed in the valley, where buildings are represented as bed elevations. In Figure
1 (right) a simulation run is shown at a time when only part of the model city has been
flooded.

Figure 2 shows the plot of water depth history at two different probe positions as
simulated by means of the different strategies discussed above compared to recorded
observations. The comparison shows a certain advance in the simulated arrival time
of the wave with respect to actual arrival time, that can be attributable to the treatment
of boundary conditions. As regards the different building representation strategies all
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three provide a reasonable picture of the event, with the bottom elevation technique
yielding the highest water elevation and bottom friction the lowest as could be ex-
pected from the previous discussion. In all tests and simulations run all three methods
provided valuable predictions within 25 percent of observations. Nevertheless labora-
tory experiments have proven much easier to simulate than actual floods mainly due
to the reduced size and control of the various parameters involved.

The second example corresponds to an actual flood event used as a case study
during IMPACT project [ALC 03b]. It corresponds to the flood wave generated af-
ter failure of Tous dam in Spain in 1982. The flood wave reached a vast populated
area downstream. For the case study only the reach 5 Km downstream of the dam,
including a small town named Sumacarcel was considered. Water elevation data with
(rough) timing were available for the flooding of the town and were used for com-
parison with model output. Overall agreement was reasonable given the uncertainties
associated with some case study data. Differences between computed and observed
water depths inside the town were estimated between 1m and 2m. Submersion levels
were on the order of 8m to 12m.

Figure 3 shows a plan view of the river reach. The town lies on the right bank after
the square shaped meander. Figure 4 depicts a close up view of the town represented
as bottom elevation on a fine mesh for the purposes of the simulation. The main
difficulty in computing real life cases lies in the size of the problem combined with
the high resolution needed to model locally the flood in the urban area. This leads
to meshes either too large or strongly stretched. In the meshes used in this work the
number of cells ranged around 30000. Of the different strategies previously discussed
only a detailed 2D meshing of the street pattern and the bottom elevation technique
proved useful in this problem.

5. Conclusions

In this work the extension of a high resolution flood propagation model to describe
urban inundation by means of different techniques has been discussed. The method-
ology has proven robust and yields reasonably accurate predictions in model and real
life problems. Further work is needed to enhance the resolution attained by this type
of simulation in real life scenarios.
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